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Abstract 

This article proposes a Service Level Agreement applied to the optical domain (o-s~), 
which is expected to be the near and long term network technology thanks, among other 
things, to the great bandwidth capacity offered by optical devices. After an exposition of the 
rationale behind an optical SL& parameters which could enter in this o-s~, as well as their 
values for four classes of services, are proposed. Different client (wavelength or sub-wave- 
length) and services types (from leased wavelength to bandwidth on demand) are distingui- 
shed when necessary. 

Key words: Telecommunication network, Optical telecommunication, Traffic contract, Quality of Service, 
Technical specification. 

CONTRAT DE NIVEAU SERVICE DANS LES RI~SEAUX OPTIQUES 

R~sum~ 

Cet article propose un Contrat de Niveau Service appliqu( au domaine optique. Ce der- 
nier est sens( ~tre la future technologie r(seau ~ court et long terme grace, entre autres, ~ la 
grande capacit( en bande passante offerte par les routeurs optiques. Aprbs avoir d(montr( le 
besoin en Contrat de Niveau Service clans un r(seau optique, nous proposerons des para- 
mbtres qui pourraient constituer la Specification de Niveau Service (sLs) optique, ainsi que 
leurs valeurs pour quatre classes de services. Nous distinguons, lorsque n(cessaire, diff(- 
rents types de clients (longueur d'onde et sous-longueur d'onde) et diff(rents types de ser- 
vices (de la longueur d' onde laiss~e & la bande passante ~ la demande). 

Mots cl~s: R6seau t616communication, T~16communication optique, Contrat trafic, Qualit~ de service, 
Specification technique. 
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I. I N T R O D U C T I O N  

In an environment of fast changing technologies and uncertain business tendencies, net- 
work operators, constructors, and organizations face new challenges to keep up with the 
increasingly bandwidth needs of our world. This is a major driver for the technological deve- 
lopment of optical networks, which are foreseen in the future as data centered optical net- 
works with reduced number of electronic elements [1]. As these new and complex networks 
appear, automation of configuration and management tasks needs to be done [2], and it is in 
this context that the creation of specifications and standards becomes mandatory, yielding to 
definitions and proposals such as the one discussed in this paper. However, in the objective to 
converge toward a unified network [3], a key feature is the capability to offer differentiated 
services in a single network, to accommodate the different requirements of the various clients 
[4]. In addition, service differentiation is a valuable opportunity for operators to increase the 
income that they get from their infrastructure, by selling high added-value services and get 
rid of present business situation where voice traffic is still dominant for revenue in spite of its 
less and less weight in volume. 

For an operator, selling value added services implies providing every client with the ser- 
vice he needs, making him paying for only what he does need. The needs of clients are 
expressed through service contracts. 

A Service Level Agreement (SLA) is a formal contract between a service provider and a 
subscriber, which contains technical and detailed specifications called Service Level Specifi- 
cations (SLS). The former is a set of parameters and their values, which together define the 
service offered to a traffic stream in a network. Until now, no standards for the contents of a 
SLS have been defined, but interesting proposals have been published as Internet drafts by the 
~ETF [5-7]. 

FIG.  1 - Architectural Alternatives. 

Diverses architectures. 
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Because optical network technologies belong to an emerging domain, until now, no Ser- 
vice Level Agreements have been defined that are adapted to the specific needs of optical 
networks. Some work has been done in defining SEAS for traditional IP networks, but these do 
not consider important issues involved in optical technologies and therefore do not meet the 
requirements and exigencies of the next generation optical network operators and service 
subscribers. This work focuses on defining these SEAS specifically adapted to the relation- 
ship between optical network operators and their diverse clients. 

II. OPTICAL NETWORK TRENDS 

Before actually getting into the analysis of the works being carried out in the Service 
Level Agreement definition domain, it is important to have a better idea of the optical net- 
work domain tendencies. 

There are important motivations to keep migrating from optical and non-optical networks 
into transparent optical networks (networks in which Optical-Electric-Optical devices 
become purely optical so that end-to-end light paths can be established). The most obvious 
reasons are: 

• the amazing bandwidth available in optical fiber, 
• the complete protocol independency offered by an all-optical WOM light path, 
• and functional simplicity, which helps lower costs by simplifying trouble shutting and 

maintenance. 

The current dominant technology for core networks seems to be wavelength routing with 
permanent or semi-permanent circuits established between endpoints for data transfer. 

As networks become all-optical, we are arriving at a two layer network model, see Figure 
1, in which IP is absorbing the Traffic Engineering capabilities of ATM, and the physical layer 
absorbs functionality of upper layers. This new two layer network model offers new possibi- 
lities of optical intelligence. Such intelligence could create self-connecting and self-regula- 
ting networks [8]. 

Both the optical network community and the IP community have begun to agree that the 
way to control both layers is through the generalized version of MPLS (GMPLS), in other 
words, there is a consensus that the IP routing and signaling protocols can be adapted to carry 
out optical network control, and provide much of the long-missing QoS capability of IP net- 
works. 

The work being carried out at the IETF on GMPLS provides a framework that promises uni- 
fied control of packets, circuits, wavelengths, and ports. 
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III. TYPES OF CLIENTS AND TYPE OF SERVICES 
IN AN OPTICAL NETWORK 

From now on, in this document, the relationships defined by an O-SLA consider a service 
provider to be an optical cartier operator, and a service subscriber to be either an optical 
client or an ~p or MPLS client (see Figure 2). 

$ub-~ \  

FIG. 2 - Client types a) Optical client b) IP/MPLS client. 

Types de clients a) client optique b) client IP/MPLS. 

An optical client subscribes optical network services from the optical carrier operator 
with a granularity that is equal to a wavelength, waveband (set of  wavelengths) or a complete 
fiber. The optical client would be typically another peer optical operator whose network 
interacts with that of  the optical carrier operator in order to provide other network services to 
its own clients. It can also be a large private enterprise that has its own optical equipment and 
subscribes optical services directly from the optical carrier operator rather than to subscribe 
network services from third party IP network providers. 

An 1P or MeLS client, within the context of  this proposal, subscribes network services 
with a granularity which is smaller than a wavelength, and therefore its network traffic may 
undergo a process of  grooming or aggregation provided by the optical operator 's  network. 
We suppose in this document that the aggregating device is an IP or MPLS router. Compared to 
previous case, it allows, as we will see, other opportunities to differentiate the service. 

An example of an n, client could be an Internet Service Provider that subscribes optical 
network communication services from the optical carrier operator, and provides IP services to 
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smaller clients of  its own. Another Ie client could be a large enterprise that subscribes net- 
work services directly from the optical carder operator through an w router interface, or other 
under-wavelength granularity equipment such as an ATM switch or SONEm/SDH device, for 
example. 

As shown in figure 3, different types of  services can be envisioned in an optical network, 
which differs on several dimensions, that is the degree of variability of  the bandwidth, the 
degree of automation of the connection establishment, and the degree of customer visibility 
on the resources which are allocated to him. We have firstly a leased-line type of service 
where the bandwidth is no often changed and which consequently can tolerate a low level of 
connection automation. In the pre-provisioned bandwidth case, we suppose that the band- 
width variations exist but that they have been scheduled in the SEA SO that the carrier can 
easily pre-provision the resources. Bandwidth on demand case is more constraining for the 
operator as it requires the real time provisioning of bandwidth without previous knowledge 
of demand variations. A high level of  connection automation is then mandatory. Finally the 
optical virtualprivate network (O-VPN) is a multipoint-to-multipoint service where the custo- 
mer has at least the visibility on the resources which are allocated to him and possibly the 
opportunity to partially directly manage them. 

IV. O P T I C A L  S L A  S T R U C T U R E  A N D  C O N T E N T S  

An Optical-Service Level Agreement (O-SLA) is a formal contract between a service pro- 
vider and a subscriber within the optical networks domain, which is composed of a Legal 
Agreement part and an Optical-Service Level Specification (O-SLS) that consists of  technical 
and detailed specifications. An O-SLS is a set of  parameters and their values, which together 
define the service offered to a traffic stream in an optical network. In this part, we are going 

YES 

Variable 

Constant 

Band~idth type 

~rovisioned 
~< bandwidth 

on Demand 

i ,  
Customer automation 

Customer visibility 

FIG. 3 - Typology of services. 

Typologie des services. 
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to propose and detail the O-SLS parameters which are specific to optical networks, we will not 
evocate parameters which are generic and applicable to any SLS such as service boundary, 
service schedule and flow identifier. In addition, we propose some values for the o-sLs para- 
meters for four classes of service (from platinum to bronze, excluding best effort traffic for 
which no guarantee at all is provided). 

IV.1. Connection Setup Time 

The connection set-up time specifies how long it will take for a service connection to be 
established once it has been negotiated and requested. Connection setup time might be 
expressed in seconds, minutes, hours or even days, depending on the client demands and ser- 
vice characteristics. This attribute is closely related to the Service Schedule, because the 
connection setup time determines the time that will pass between a service connection 
request and the actual connection activation, while the Service Schedule determines the per- 
iods during which the connection will be active as well as the duration of each period. When 
applicable, the periodicity of the connection is also specified in the Service Schedule. 

For an operator, a longer time to establish a connection means more time to reduce 
resource allocated to this connection by properly optimising routing and wavelength assign- 
ment or rearranging the network configuration, modifying if necessary other connections. As 
less optimisation possibilities exist when the connection setup must be rapid, this is a service 
that must be charged at a higher price. 

Table I shows an example of what could be the specification of the connection set-up 
times for the different classes of service. We distinguished two cases for which the connec- 
tion setup time has a different meaning. For leased line and pre-provisioned bandwidth ser- 
vices, it represents the time between the service ordering and the service availability, a 
relatively long time can be tolerated, involving administrative processes and possibly some 
manual network configuration. For bandwidth on demand service, we deal with more real 
time automatic provisioning and the order of magnitude proposed for the connection time 
parameter is radically shorter. 

TABLE I. -- Connec t ion  set-up t imes.  

Temps d'(tablissement de la connexion. 

CoS Premium Gold Silver Bronze 

Leased Line, pre-provisioned bandwidth 24 h 4 days 2 weeks 2 months 

Bandwidth on demand 1 minute 10 minutes 1 hour 12 hours 
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IV.2. Serv ice  avai labi l i ty  and res i l i ence  

We propose the following parameters for differentiation of service availability (this 
equally applies to both optical and IP/MPLS clients): 

- Out-of-service criterion 
- Service recovery time 
- Recovery time with degraded performance 
- Service mean down time 

The Out-of-Service Criterion controls the triggering of the resilience mechanism. It can 
be a fault (loss of power) or degradation (degraded BER) as some applications may tolerate 
degraded BER and other not. Next, we defined two recovery times. The first one, the service 
recovery time defines the time needed to recover the full initial SLS parameters. It can be 
completed with a shorter second time period during which the connection is recovered but 
some degradation of SLS parameters (in particular service performance guaranties) are tolera- 
ted. Note that no particular resilience scheme (restoration or protection, 1+ 1 or M:N) is indi- 
cated in the SLS, it is a decision which pertain to the operator and which should not be made 
visible for the client, the only constraint for the operator being to fulfil the specified recovery 
times. The service mean down time is the maximum service breakdown time allowed during 
a year. It can be specified in seconds or as a percentage. 

Table II shows an example of what could be these different parameters for the four 
classes of services. The service unavailability value chosen for the Premium class of service 
is the one that assures less than 5 minutes of unavailability per year (for telephony applica- 
tions). While, the value chosen for the full recovery time is the best one offered by Sonet/SOH 
networks in a ring topology. The values for other classes of service are degraded based on the 
values applied for the Premium best quality service class. 

TABLE II. -- Se rv i ce  ava i lab i l i ty  a n d  res i l ience .  

Disponibilitg du service et r~silience. 

CoS Premium Gold Silver Bronze 

Out  of  service criterion Degraded  Degraded Fault  Fault  
BER = 10 -4 BER = 10 -4 (LOS) (LOS) 

Recovery  t ime with degraded  SLA not  spec. 50 ms 500 ms 5 ms 

Full recovery t ime 50 ms 300  ms 5 secondes  5 minutes  

Service unavailabil i ty 10 -5 10 .4 10 -3 10 -2 
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IV.3. Routing constraints 

The process of routing connections within the network offers several possibilities for ser- 
vice differentiation. 

IV.3.1. Routing Stability 

The Routing Stability determines whether optical traffic trunks can be rerouted or not, 
and in the case in which it is agreed by the optical operator and its clients that the traffic 
trunks can be rerouted, it also specifies how often this will take place. 

From the client point of view, Routing Stability is another critical attribute of the O-SLS, 
since relevant QoS parameters such as delay, throughput, jitter, and loss can be degraded if 
rerouting takes place very often. Re-routing can also induce some service interruption affec- 
ting the overall service availability. In some cases, certain applications might be especially 
sensitive to rerouting, for clients using this kind of applications ; the periodicity of rerouting 
should be set to be very small or null. On the contrary, for applications that are non-sensitive 
to rerouting periodicity, a higher periodicity might be set in exchange for lower billing of the 
service. 

From the optical operator point of view, Routing Stability is a very important issue 
because when a client requests a service that involves a long duration or permanent connec- 
tion that cannot be rerouted, due to specific application and business characteristics, then the 
operator has strong constraints. It is important to note that we do not consider the rerouting in 
the case of survivability which is considered as a plus for the customer. In other words, one 
of the constrains concerns optimization of network resource allocation, because the optical 
operator cannot tear down the client's permanent connection even if overall channel utili- 
zation becomes very low, this results in a waste of bandwidth and optical resources. Also, in 
such case, the operator cannot do intermediate grooming to optimize network and bandwidth 
utilization with the connection in question. Additionally, the routing blocking probability 
increases due to the inability to reroute a certain connection. Given the number of constraints 
that such a service imposes on the optical operator's network, the optical operator can apply 
higher billing for this kind of service, compensating in this way for the inconveniencies of 
avoiding rerouting for a certain connection. 

On the other hand, Routing Stability is of importance to the optical operator because it 
can also offer services that provide for a connection to be rerouted a definite number of 
times. This allows the optical operator to re-optimize its network resource allocation from 
time to time, tear down connections in case of underutilization, perform intermediate groo- 
ming, and decrease routing blocking probabilities by providing more possible routes when 
calculating paths to establish new requested connections. 

IV.3.2. Route Differentiation 

This attribute involves physical path differentiation, and also "Shared Risk Link Group" 
(SRLG as defined by the IETF) path differentiation. Clients who desire to manage by them- 
selves, protection and restoration of their connections, may request services consisting of 
two or more Label Switch Paths that do not belong to the same SRLG, or do not share any 
physical links or nodes. Clients might also demand, for security or other reasons, a service in 
which none of the links and/or nodes pass through a certain country or territory. These client 
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requirements do not suppose that the client has any visibility of the optical network topology 
(overlay case). 

For the optical network operators, such services represent important routing constraints 
and, just as in the Routing Stability attribute, the routing blocking probability increases due 
to the necessity to use different physical paths for two or more Label Switch Paths that begin 
and end at the same end points of the network. This has also an important impact in network 
resource allocation optimization and efficient utilization. Additionally, when determining the 
different routes to set up connections throughout the network, these routing constraints need 
to be considered; this involves complicated routing tools and mechanisms. Due to these com- 
plications and constraints, the optical operator can apply higher billing for this kind of ser- 
vice in order to compensate for these inconveniencies as well as to increase income and build 
up competitive advantage derived from better service offers that apply and meet its clients' 
needs in an optimal way. 

IV.3.3.  Confidentiality 

Confidentiality is a very important issue in all network and information services in gene- 
ral. Optical networks are not the exception, thus different confidentiality levels and 
constraints need to be defined. The Confidentiality attribute defines what kind of confidentia- 
lity level will be associated to the service subscribed in the o-sLs. In optical networks, the 
best way to provide a confidential connection is using a transparent connection (without ozo 
conversion). A lower confidentiality level, for an IP/MPLS is to avoid any grooming with other 
clients on a same wavelength. This can be applied to a part of the route only, in the area of 
the network considered as critical. This represents for the operator additional constraints 
impacting resource usage efficiency. 

IV.3.4.  Distance 

This attribute represents the geographical distance between the end points of the network 
involved in the service defined by the O-SLS. The Distance attribute should be defined for ser- 
vice billing purposes only. For example, a client subscribing to a service with a connection 
from Paris to London will pay less that another client subscribing to the same type of service 
but with a connection from Paris to New York. However, the distance attribute should not be 
understood as the actual length of the route allocated to the client connection, which depends 
on the operator network operation policy, it is consequently proprietary information not to be 
exposed to the client. 

IV.3.5. Classes of Service and Routing Constraints 

Table III shows the proposed parameters for the different classes of service. Route diffe- 
rentiation and confidentiality are options which are fully, partially, or not supported accor- 
ding to the class of service. The values proposed in table III are provided for illustration 
purposes only. Classes of service (COS) ranging from bronze to premium are distinguished: 
the Premium class is supposed to tolerate only a small number of rerouting, and requires 
fully supported route differentiation and full confidentiality. However, the Bronze class can 
be so often rerouted, does not require route differentiation, and confidentiality is not suppor- 
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ted. On the other hand, the two CoS in between (Gold and Silver) present degraded values 
with regard to Premium class and improved ones compared to the bronze class. 

TABLE III. - Service differentiation in routing. 

Diffgrenciation des services pour le routage. 

CoS Premium Gold Silver Bronze 

Routing Stability 2 times per year 1 time per month 1 time per week No limitation 

Route Optional Optional Optional Not 
differentiation Fully supported Partially supported Partially supported 

(link, node, SRLG) (link, node)  supported (link) 

Confidentiality Optional Optional Not Not 
Fully supported Partially supported suppor t ed  supported 
(O/E, grooming) (grooming) 

IV.4. Service performance guarantees 

For an IP/MPLS client the performance parameters will be those of a classical ~P network, 
they will be impacted in particular by the priorities given to the different clients in the routers 
performing the aggregation. These parameters are: Delay, Jitter, Throughput and Packet loss. 

For an optical client where no aggregation occurs in the optical network, performance 
parameter list is restricted to the throughput and the delay. The differences with the previous 
case is that the throughput can only have discrete values which are multiple of the bit rate 
granularity offered by the optical network and that the delay is impacted by the propagation 
distance only as no buffering occurs. 

Table IV shows the values which could be allocated to these parameters for each class of 
service. The average delay required by a real time Internet application is about 35 ms [5]. 
Hence, we considered this value as a typical delay for the Premium Class of Service (COS). 
Moreover, since no packet treatment is performed in optical devices, a delay value lower than 
35 ms is considered for an optical client. For the remaining CoS, degraded delay values are 
assigned to achieve a proper service differentiation relative to the premium CoS. The same 
reasoning applies for Jitter and Packet loss. In fact, in the ~P client case, Jitter and Packet loss 
for the Premium CoS are again chosen according to the real time service requirements while 
relatively degraded values have been assigned for the other CoS. 
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TABLE IV. - P e r f o r m a n c e  gua ran t i e s .  

Garanties de performance. 

CoS Premium Gold Silver Bronze 

Case 1 

Throughpu t  n X X Gb/s  n X X Gb/s  n x X Gb/s n × X Gb/s 

Max  delay 25 ms. 50 ms unspecified unspecif ied 

Case 1 

Throughpu t  Any Any Any  Any 

Max  delay 35 ms 100 ms 500 ms 5 sec 

Jitter 3 ms 10 ms 50 ms 1 sec 

Packet  loss 10 -9 10 -6 10 4 l 0 -2 

IV.5. Traffic Conformance and Excess Treatment 

Before the traffic of the client enters the optical network, a testing of the traffic confor- 
mance characteristics must be carried out by the optical carrier operator in order to determine 
if the traffic conforms to what has been agreed in the O-SLS under the Traffic Conformance 
attribute. 

If  the traffic test determines that the data flow is in agreement with the traffic confor- 
mance parameters defined for that data flow, then the data flow is considered to be in-profile 
traffic, otherwise, if there is a violation of the traffic conformance parameters previously defi- 
ned, the traffic is considered to be out-of-profile traffic. The Excess Treatment attribute deter- 
mines how the service provider will process excess or out-of-profile traffic. Excess traffic 
may be shaped or degraded. Considering that one of the key characteristics of next genera- 
tion optical carrier networks that are being deployed, is the ability to provide guaranteed 
QoS; under normal circumstances no excess traffic should be dropped, it should be shaped or 
degraded. Only in the case in which accepting and processing excess traffic compromises 
the network's capacity to assure the QoS guaranteed to all other users at that time in the net- 
work, the excess traffic may be dropped. Typically, the regime could be shaping for premium 
and gold classes, and degradation for the two other classes. 

IV.5.1.  IP/MPLS Client Case 

Considering the case of an IP client, the Traffic Conformance attribute describes the cha- 
racteristics of the data stream identified by the Flow Identifier. The Traffic Conformance attri- 
bute contains a set of parameters that describe what the data stream should look like to get 
the QoS guarantees that have been indicated in the O-SLS by the Performance Parameters 
attribute. The following is a non-exhaustive list of potential conformance parameters [5]: 

- Peak rate p (bits per second) 
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- Maximum Transmission Unit (MTU) M (bytes) 
- Minimum packet size (bytes) 

Excess traffic can be shaped at the entry point of the network, until it becomes in-profile 
traffic and is then forwarded through the network. Degradation, for an IP client, means that 
out-of-profile traffic will be forwarded by the routers connected to the cross-connects (see 
figure 1.b) with inferior QoS guarantees, resulting in a degradation of logical performances. 

I V . 5 . 2 .  O p t i c a l  c l i e n t  c a s e  

Considering now the case of an optical client, the above parameters are not relevant as we 
do not have access to client packets. However, same approach with physical parameters can 
be adopted to classify the client into in-profile or out of profile one. The following list is a 
non-exhaustive of potential conformance parameters: 

- Wavelength drift (nm) 
- Power (dBm) 
- Error rate 
- Chirp (GHz) 
- OSNR 

A "physical shaping" could be then envisioned for the out-of-physical profile signal 
through OEO regeneration provided by the optical carrier. In absence of such a regeneration, 
the physically out of profile signal will naturally undergo degradation by further propagation 
in the optical network. However, the relevance of such parameters depends on the way the 
optical client is connected to the optical network. In the likely case where the signal is syste- 
matically regenerated at the interface, they would not apply. 

V. CONCLUSIONS 

The worldwide network domain tendency to evolve towards transparent optical networks 
is imminent; therefore it results of great importance and interest to contribute to the develop- 
ment and improvement of these emerging technologies. Part of this crucial work is being 
done by important groups and organizations through different research projects. This paper 
aims at contributing to this purpose of finding; enhancing and proposing appropriate solu- 
tions to existing problems. 

Relevant steps in SLA definition have been taken by different organizations and standardi- 
zation groups; and their results represent a good base to define any type of SLA. After having 
analyzed these projects and studied the major trends, issues and needs concerning optical 
networks and the technologies therein included, the O-SLA described in this paper has been 
proposed for the purpose of meeting the optical operators' needs and that of their clients, and 
to provide a guideline in that which concerns service negotiations and agreements. 

An O-SLA, contracted between a client and an optical operator, have to be provisioned 
into the network. One solution would be to provision it by policy. In this case, the provisio- 
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ning process results from the translation of the O-SLS into policy rules, first into high-level 
policy rules then into low-level (device) ones. A future work should address this issue. 

Manuscr i t  re fu  le 22 mars  2004 
A c c e p t (  le 8 ju in  2005 
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